
Editorials

Increasing power in randomized controlled trials*

Conducting adequately pow-
ered randomized controlled
trials in critically ill patients
is a challenging business.

Without even starting to consider issues
of ethics and consent, the critical care
researcher is limited by the relatively
small and extremely heterogeneous avail-
able patient population. The result is that
researchers often aim to detect an unre-
alistically large treatment benefit; conse-
quently, we see too many negative trials
in the critical care literature (1). Some
authors have proposed that the solution
to this is to consider intermediate or
composite end points to trials, rather
than seeking a reduction in mortality.
However, it is vital that research re-
mains focused on outcomes that are of
genuine importance to patients and
their families, and which have the po-
tential to change practice. Translating
the results of research into changes in
clinical practice is difficult enough even
when strong evidence of a mortality
benefit exists (2, 3).

In this issue of Critical Care Medicine,
Dr. Roozenbeek and colleagues (4) explore
three strategies for increasing the statistical
power of a randomized controlled trial, or
alternatively, of reducing the required sam-
ple size at the same time maintaining the
power: selective recruitment based on strict
entry criteria; “prognostic targeting” to ex-
clude patients with extreme (low or high)
risk; and covariate adjustment.

In many ways, the conclusions of the
study are unremarkable but the simula-
tions presented give a greater insight into
the magnitude of potential increases in
power and the effects on study recruitment
and efficiency of applying these different
approaches, using real data from random-

ized controlled trials and cohort studies in
acute traumatic brain injury.

First, if you know (or can accurately
hypothesize) which patients your new
treatment will benefit, then you should
recruit only these patients. Although this
approach may seem obvious, many would
presume that targeting recruitment to
the correct patients would only reduce
the total sample size but not the duration
of the study, as the reduced sample size
would be offset by a reduced recruitment
rate. However, as these simulations
nicely demonstrate, this is not the case.
Excluding patients with no potential to
benefit is a genuinely “efficient” strategy,
in that it not only reduces the sample size
but also the study duration. This is be-
cause the presence of patients with no
potential to benefit dilutes the observed
treatment effect in the overall intention-
to-treat population.

Second, if you cannot accurately tar-
get your treatment to those who will
benefit (and even if you can), adjusting
analyses for strong predictors of out-
come will increase the study power.
Covariate adjustment as a means to
increase power is a recommended ap-
proach to analysis in most textbooks on
controlled trials. This is one area in
which critical care is at an advantage
relative to many specialties. There is
extensive literature on risk factors for
mortality in both general critical care
admissions (5), and also specific patient
groups including acute traumatic brain
injury (6, 7).

What does this mean for the critical
care researcher planning a new random-
ized controlled trial? Unfortunately, the
authors acknowledge that their results,
although presented in terms of a “reduc-
tion in sample size” cannot actually be
directly applied at the stage of selecting
the sample size for a new study. Although
the simulation results suggested poten-
tial sample size reductions of 16% to
30%, to be able to accurately estimate the
sample size reduction for any particular
new study would require this type of sim-
ulation modeling to be repeated, using ac-
curate data representative of the specific

patient group of interest to avoid adding yet
another unverifiable assumption to the
sample size calculation. In practical terms,
these results give us some assurance that a
slightly underpowered study may be re-
deemed by the application of careful and
appropriate risk adjustment.

How should I decide which covariates
to adjust for? Covariates for adjustment
in a randomized controlled trial should
be selected a priori, based on an estab-
lished strong relationship with the out-
come of interest (8); or if it is not possible
to specify the exact variables, then the
process for selecting variables should be
specified and must be completely objec-
tive so as to prevent any possible post hoc
manipulation of results (9). Covariates
should not be selected (as is often the case)
based on spurious significance tests for im-
balance between the trial arms (10). Cru-
cially, all covariates to be included in
the analysis must be measured before
the point of randomization (or, at the
very least, any intervention) to ensure
that the covariates are not themselves
influenced by the treatment allocation.

By taking advantage of the high-
quality data available in critical care, we
can hope to increase power in random-
ized controlled trials and improve the
available evidence for new treatments,
devices, and organizational interventions.

David A Harrison, PhD
Intensive Care National Audit

and Research Centre
London, UK
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Point-of-care glucose testing in critically ill patients: Visual
logistics and a glycemic variability hypothesis*

I n this issue of Critical Care Med-
icine, the paper by Dr. Meynaar et
al (1) represents a step in the right
direction. It focuses on critically

ill patients, presents a systematic ap-
proach to glucose meter evaluation, and
applies locally smoothed median absolute
difference (LS MAD) curves (2–4) to eval-
uate bedside testing. LS MAD curves pro-
vide compact visual representation of
performance by means of “visual logis-
tics”—readily interpretable and clinically
relevant graphics that reveal accuracy si-
multaneously at different decision levels,
which for glucose include hypoglycemia,
tight glucose control (TGC), hyperglyce-
mia, and critical limits (5). LS MAD
curves facilitate comprehension of per-
formance without lengthy explanation
and also show that most glucose meter
systems do not provide consistent
enough measurements (2–4) for thera-
peutic decisions in the extremely high or

low glucose range where Dr. Meynaar et
al captured too few paired observations to
arrive at a conclusion.

Dr. Meynaar and colleagues explored
how an empirically derived “correction
factor” of 1.086 �(1.086) � (meter whole-
blood glucose) f central laboratory se-
rum glucose� modulates the shape of the
LS MAD curve (shown in their Figs. 2a
and 2b). However, glucose meters are not
intended for comparison to mainframe an-
alyzers without a correction factor (e.g.,
International Federation of Clinical Chem-
istry recommended 1.11 for plasma equiv-
alent). Thus, improvement in the LS MAD
curve after filtering raw data is expected.
However, the curve still exceeded by a
substantial margin the error tolerance of
5 mg/dL (0.28 mmol/L) that we recom-
mend. Additionally, Dr. Meynaar et al did
not show nonparametric confidence in-
tervals (2–4) with the LS MAD curves. If
they had, wide bands would have ap-
peared over ranges where there were few
paired observations. Smaller bandwidth,
e.g., 15 mg/dL (0.83 mmol/L) (2– 4),
would have revealed jagged LS MAD
curves symptomatic of underlying erratic
performance.

The paper by Dr. Meynaar and col-
leagues presented International Organi-
zation for Standardization (ISO) 15197
difference plots (with a similar correction
argument) but did not explain sources of
erroneous results. The ISO failure rates
were 20.0% for �75 mg/dL (�4.16
mmol/L), and 5.2% �75 mg/dL (�4.16
mmol/L), violating the error rate limit of
5% for each range considered separately.
Therefore, neither qualified the bedside
device for critical care, despite consistent
use of arterial samples. Additionally, the

authors did not state whether there were
Class I (meter glucose above TGC inter-
val, reference value below it) or Class II
(converse) discrepant values (2–4). Class
I discrepancies are especially dangerous.
For example, if a patient’s “true” glucose
were 71 mg/dL (3.94 mmol/L), a discrep-
ant meter value of 145 mg/dL (8.05
mmol/L) could trigger insulin adminis-
tration that precipitates hypoglycemia,
the bane of TGC (6) and an argument for
the use of less aggressive TGC intervals
when the accuracy of the handheld device
is in doubt. These metrics are all part of
the “toolbox” we recommend for the eval-
uation of glucose meter systems used in
critical care.

Glucose meter accuracy varies
throughout the physiologic glucose
range. This variation should be consid-
ered when evaluating devices for clinical
application. A paradox arises because test
strips typically are optimized for the
“sweet spot” of normal or near-normal
glucose levels, but not adequately accu-
rate for intensive insulin therapy deci-
sions at abnormal glucose levels in lower
and higher ranges. Hence, meter inaccu-
racy limits the aggressiveness of the TGC
protocol, which is an important point we
can glean from the study by Dr. Meynaar
and colleagues. The Food and Drug Ad-
ministration-approved package inserts
should display LS MAD curves so that
critical care practitioners can identify
quickly unacceptable ranges in relation-
ship to intended clinical uses and set-
tings. Manufacturers should obtain these
results from multicenter studies that re-
flect large numbers of paired observa-
tions.

*See also p. 2691.
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We showed (2) that virtually no com-
mercial glucose meters are sufficiently
accurate, a fact that intensive care unit
staff often recognize, as Dr. Meynaar et al
(1) did, but may not realize on a daily
basis. Inaccuracy of glucose measure-
ment limits the choice of glucose target
ranges. For example, safety demands the
maintenance of a buffer against hypogly-
cemia, and this buffer necessarily must
expand when using inaccurate devices.
Inaccurate meters also present problems
when used with less robust TGC proto-
cols. Protocols or nursing orders that de-
pend on only the most recent value, as
opposed to protocols that use �2 previ-
ous values or continuous monitoring, are
prone to overreact. If a TGC protocol re-
acts to only the current measurement, it
will tend to be jumpy and oscillatory (un-
damped feedback system).

These considerations lead us to hy-
pothesize that poor glucose meter perfor-
mance a) magnifies glycemic variability
that adversely affects outcomes in TGC,
and b) is detrimental especially to under-
served populations where both bedside
and laboratory staff may use, often exclu-
sively, handheld glucose meters for crit-
ical therapeutic decisions. We include
low-resource settings because of the
striking increase in the prevalence of di-
abetes worldwide and the potential dam-
age that measurement errors may cause.
Glucose meters often are deployed in de-
veloping countries for “off-label” diagno-
sis, although they are not licensed for
this purpose. Hence, this hypothesis pro-
vides a mechanism at two levels—the in-
dividual patient and the health system.
Measurement inaccuracy is not the only
potential source failure in TGC (6).

Numerous confounding factors affect
test strip chemistry, such as hematocrit,
oxidizing substances, PO2, matrix effects,
sample type (capillary, venous, or arte-
rial), partial filling (7, 8), as well as patho-
physiological states (e.g., regional hypo-
perfusion where sampling), and
contribute to measurement error that
can exacerbate glycemic variability. The
connection of variability specifically with
glucose measurement inaccuracy is that
the greater the absolute differences à la
the LS MAD curve, the more variability
will be introduced. Thus, the sine qua
non for minimizing variability and pa-
tient risk are “flat line” LS MAD curves
consistently below the error tolerance of
5 mg/dL, no erroneous results on the ISO
15197 plot, and especially, no Class I dis-
crepant values. Additionally, when at the

bedside, the critical care team should
look for unexpected temporal patterns—
shifts up or down that suggest technical
or quality control failures.

A number of researchers have sug-
gested an association between glucose
variability and adverse outcomes. Ali et al
(9) found that high blood glucose vari-
ability, in terms of the glucose lability
index, was associated with an increased
risk of mortality in septic patients with
lower average glucose levels. Impor-
tantly, septic patients were the only
group found by meta-analysis to benefit
from TGC (6). Hirshberg et al (10) dis-
covered that hyperglycemia and increas-
ing blood glucose variability were associ-
ated with nosocomial infections, and also
that both blood glucose variability and hy-
perglycemia were associated with increased
mortality. Dossett et al (11) showed that in
the surgical intensive care unit, nonsurvi-
vors had larger successive changes in blood
glucose values than survivors.

Krinsley (12) showed that increasing
glycemic variability conferred a strong
independent risk of mortality in a heter-
ogeneous population of critically ill pa-
tients, especially when fluctuations oc-
curred within the euglycemic range of 70
to 99 mg/dL (3.89–5.50 mmol/L). In a
study of septic patients, Waeschle et al
(13) determined that variability in blood
glucose, recorded as standard deviation,
was associated with higher mortality rate.
Egi et al (14) determined that the mean
blood glucose, as well as standard devia-
tion, were associated with mortality in
the intensive care unit and hospital. In a
separate study, this group (15) found that
isolated hyperglycemia was associated
with an increased mortality in nondia-
betic patients but not in diabetic patients.

These phenomena underscore the
need for new point-of-care technologies
so accurate as to render the bedside re-
sult the reference throughout the hospi-
tal and health system. It is worth noting
that one multiplex glucose meter system
that compensates for abnormal hemato-
crit and confounding substances gener-
ates LS MAD curves within the tolerance
limit (3, 4). The portion of the LS MAD
curve �5 mg/dL covers a broad range
reasonable for most, but not all, decision
levels (3, 4). The “breakout” points where
performance deteriorates were 186
mg/dL (3) and 179 mg/dL (4) (10.32
mmol/L and 9.94 mmol/L), with none in
the low range and no discrepant values.
Therefore, we recommend that critical
care practitioners seek the most accurate

system available for intensive care, sur-
gery, the burn unit, and other high-risk
settings, to help improve outcomes and
balance expenses for the health system as
a whole.

Gerald J. Kost, MD, PhD, MS
Nam K. Tran, PhD
Jorge R. Sifontes
Dan M. Mecozzi, BS
Richard F. Louie, PhD

Point-of-Care Testing Center
for Teaching and Research

University of California,
Davis-LLNL Point-of Care
Technologies Center

Davis, CA
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Two decades of simulation-based training: Have we made
progress?*

T he transformation of a student
into a successful physician is a
highly complex educational
process. It starts with the

phase of knowledge acquisition. Next,
procedural competency is attained. Then,
by deliberate practice of each component
of the skills to be mastered along with im-
mediate feedback, expertise is achieved.
This concept was well described by Fitts
and Posner (1). They described an initial
cognitive phase of knowledge acquisition
that leads to the intermediate integrative
phase of procedural competence and then
to the final autonomous phase of practice
at expert level. In discussing methods of
learning and assessment of a graduating
physician, Miller (2) used a pyramid with
four levels stacked within it to illustrate
his point. The bottom of this pyramid can
be conceptualized as knowledge where
the student “knows” the information.
Knowledge is acquired from textbooks,
journals, lectures, discussions, and oth-
ers. This knowledge can be easily assessed
by various well-established objective
tests. The next higher level is the stu-
dent’s ability to “know how” to use this
knowledge to analyze a patient’s history,
physical findings, laboratory, imaging,
and other data to arrive successfully at a
diagnosis and management plan. This
may be regarded as achievement of com-
petence. The third higher level consists of

the student’s ability to “show how” he
does it (performance), during an objec-
tive assessment; but unlike tests of
knowledge, tests of performance are
more difficult to perform. The top level is
what a graduate “does” (action) when
practicing independently. This action
level is even more difficult to test. Over the
past several decades, many different modal-
ities—such as patient management prob-
lems, inanimate models like Resusci-Anni,
human examination volunteers, and stan-
dardized patients—have been employed to
assess “performance” and “action” levels of
Miller’s pyramid, with the goal to mimic as
closely as possible the real patient situation.

Performance-based assessment and
advanced level of simulation-based train-
ing have become common in clinical
practice and in medical education as a
consequence of external events including
the publication of the 1999 Institute of
Medicine report on medical errors (3). As
close to reality as they may be, simulation
models still are not real patients. There-
fore, training and assessment through
these simulation models should meet
certain criteria. They should have validity
and reliability. The skills learned and
mastered should be directly transferrable
to real patient situations and should be
resistant to decay.

Intense research trials on simulation-
based training have led to numerous pub-
lications that attempt to show that train-
ing by simulation does meet the above
criteria. A few of them are listed below.
Aggarwal et al (4) demonstrated shorten-
ing of the learning curve in laparoscopic
cholecystectomy with the use of virtual
reality simulator-based training. Sey-
mour et al (5), in a randomized double-
blind study, showed that the use of vir-
tual reality simulation with the goal to
reach a specific target set of criteria im-

proved residents’ operating room perfor-
mance. These two studies answered the
question about skill transferability.
Kuduvalli et al (6), prospectively studying
simulation-based difficult airway man-
agement training, demonstrated reten-
tion of learned skills for at least 6 to 8 wks
and for up to 6 to 8 mos depending on the
complexity of the scenario. Wayne et al
(7), studying simulation-based advanced
cardiac life support training, found no
decay in learned skills at 14 mos. These
two studies answered the question about
skill retention. On the basis of evidence of
benefit, major medical specialties and
professional organizations (8–10) have
become endorsers and supporters of sim-
ulation-based education.

In this issue of Critical Care Medicine,
Barsuk et al (11) describe their study
which shows that simulation-based mas-
tery learning reduces complications dur-
ing central venous catheter (CVC) inser-
tion in a medical intensive care unit. In
their well-planned and well-executed ob-
servational cohort study of educational
intervention, they evaluated CVC inser-
tion ability of 103 residents from their
Internal Medicine and Emergency Medi-
cine training programs over a 1-yr pe-
riod. Twenty-seven residents, assigned to
their medical intensive care unit during
the first 4 mos of the study who did not
receive any formal training in CVC inser-
tion, acted as the control group. Seventy-
six other residents, who underwent sim-
ulation-based educational training in
CVC insertion to what the investigators
considered to be mastery level of skill
acquisition 1 to 2 mos before their med-
ical intensive care unit rotation, formed
the intervention group. All study subjects
were surveyed daily about the CVCs they
inserted including CVC quality indicators
and the subject’s level of confidence in

*See also p. 2697.
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procedure performance. Their results
showed that 164 (40%) of 407 catheters
had been inserted by the study subjects
with 42 (26%) of 164 CVCs inserted by
the controls and 122 (74%) of 164 CVCs
inserted by the simulator-trained sub-
jects. The simulator-trained subjects had
lower number of needle passes, arterial
punctures, catheter position adjust-
ments, and higher success rates than the
controls, all of which were statistically
highly significant. Both groups reported
similar confidence levels in procedure
performance. The authors conclude that
simulation training in CVC insertion with
deliberate practice to mastery level re-
sults in improved bedside performance.

This study used a much larger sample
size than many others published to date.
Their conclusions are compelling. Some
of the weaknesses of this study have been
acknowledged and explained by the au-
thors themselves. One other criticism re-
lates to study design. Because the stated
aim of this study was to determine
whether simulation-based training was
superior, the only difference between the
control and the intervention groups
should have been the use of the simula-
tor; but the control group had absolutely
no formal training in CVC insertion. On
the other hand, the simulator-trained
group had a �4 hrs of formal instruction
with feedback and direct faculty contact
along with the use of the simulator and
ultrasound equipment. In actuality, this
study is a comparison of a group of resi-
dents with formal training in CVC inser-
tion including the use of simulation and
ultrasound equipment with another
group that had no formal training of any
kind. Whether the improved performance
by the intervention group is solely due to
the use of the simulator has not really
been answered by this study.

Britt et al (12) in their paper on sim-
ulation-based CVC insertion training to
proficiency level stated that, even though
the training session met the goals, many
trainees were unsuccessful in performing
the initial patient procedure without as-
sistance. They further stated that, al-
though simulation training increased the
comfort level, it did not obviate the need
for supervision of initial CVC insertions.
In contrast, in the study by Dr. Barsuk et
al, training was provided to achieve mas-
tery level. It seems that this level of training
resulted in transferability of learned skills
and obviated the need for supervision.

Even though a total of 407 CVC inser-
tions took place during the study period,
only 164 (40%) were performed by the 103
study subjects for an average of 1.6 insertions
per subject. This is too small an experience
per study subject. With such minimal experi-
ence per study subject, it is difficult to predict
that there will be long-term retention of the
learned procedural skills.

By nature, research in medical educa-
tion suffers from small sample sizes and
limited study durations. In research on
simulation-based training, equipment
with different levels of sophistication
have been used, thereby making it diffi-
cult to compare studies. Better designed
prospective multicenter studies with
proper standardization of simulation
equipment and procedures are still
needed to help us understand the true
benefits of simulation-based procedural
training in medical education.

Samuel K. Appavu, MD, FCCM
University of Illinois College of

Medicine-Rockford
Rockford, IL
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Ventilator-associated pneumonia and mortality:
The controversy continues*

T he question as to whether ven-
tilator-associated pneumonia
(VAP) has attributable mortal-
ity in critically ill patients con-

tinues to perplex clinicians, researchers,
and public health officials. Yet there is a
divergence between evidence and ac-
cepted dogma. The overwhelming per-
ception in the medical media is that VAP
causes substantial mortality, and, invari-
ably, literature on VAP leads with this.
Although this may seem to be an arcane
piece of trivia, this information is impor-
tant from many different perspectives. It
is important to patients, their families,
and public health officials who wish to
know how safe the health care system is.
It is important to clinicians who struggle
to put in place effective preventive mea-
sures and to better treat VAP when it
occurs. Finally, it is important to re-
searchers who are studying VAP, because
it is necessary to know the impact of VAP
when determining sample size calcula-
tions for trials of VAP prevention, diag-
nosis, and treatment studies.

The difficulty with assessing the influ-
ence of VAP on mortality stems from the
fact that it is a complication of critical
illness. The critically ill populations in
whom VAP occurs have variable levels of
intrinsic mortality related to diagnoses,
comorbid conditions, and the severity of
illness. Thus, the concept of attributable
mortality of VAP arises, which is defined
as total mortality (with VAP) minus the
mortality of the underlying population
without VAP (1). For the determination
of attributable mortality, the only evi-
dence available comes from observational
studies comparing groups of patients
with and without VAP. Although many of
these studies have been reported, their

interpretation has been hampered by
methodological concerns such as the in-
fluence of systematic bias.

In this issue of Critical Care Medicine,
Dr. Melsen and colleagues (2) convey the
results of a systematic review of observa-
tional studies that report on the mortality
associated with VAP. The authors in-
cluded all studies of VAP that reported on
the mortality of patients with and with-
out VAP. Fifty-two studies reporting on
�17,000 patients met the inclusion cri-
teria and were included.

There was significant heterogeneity
among the included studies. However, in
the subgroup analysis of specific popula-
tions, namely those with acute respiratory
distress syndrome (ARDS) and trauma, the
heterogeneity disappeared. When all stud-
ies were included, VAP was associated with
a relative risk of mortality of 1.27 (95%
confidence interval [CI], 1.15–1.39), but in
trauma and ARDS patients there was no
associated mortality (relative risk of 1.09
[95% CI, 0.87–1.37] and 0.86 [95% CI,
0.72–1.04], respectively).

The major strength of this study is its
comprehensiveness and the large sample
size of included studies and patients. In
addition, the study is well done and the
methods for the meta-analysis are as rec-
ommended in the literature (3). Further-
more, the authors scored the quality of
the studies and had an a priori hypothesis
for the heterogeneity observed. In regard
to quality, only a third of the studies met
the authors’ criteria for high quality. Het-
erogeneity remained when the studies
were pooled by diagnostic criteria, dura-
tion of mechanical ventilation, matching
of cohorts, and quality. The heterogeneity
disappeared when ARDS and trauma pa-
tients were analyzed.

Given these strengths, does this Her-
culean task of sorting through the exten-
sive literature on VAP answer the ques-
tion as to whether VAP is responsible for
significant mortality? Unfortunately, the
answer remains no. First, the question of
attributable mortality for VAP should be
reframed: Does VAP have attributable

mortality given the adequate and timely
use of the therapeutic options available at
the time? This is a shifting baseline given
the ever-changing microbiology of VAP,
increasing antimicrobial resistance, and
different treatment regimens (4). Numer-
ous studies demonstrate worse outcomes
in the treatment of VAP when antibiotic
therapy is delayed or inappropriate, yet a
minority of VAP mortality studies report
this let alone control for it (5). Second,
unmatched studies of VAP mortality are
confounded by a wide variety of biases,
and in this systematic review, 36 of the 52
included studies were unmatched. The
list of possible biases is long and beyond
the scope of this editorial. Three of the
most important ones are time of exposure
bias (patients who are more ill spend more
time in the ICU and have an increased
chance of contracting VAP), premorbid ill-
ness bias (illnesses that predispose to VAP
may have worse outcomes in the ICU), and
ascertainment bias (without a reference
standard for VAP only severe cases may be
recognized). All of these would increase the
chances of VAP occurring or being recog-
nized in the most ill patients, and thus VAP
may be an epiphenomenon of mortality and
not a causal one.

Given the number of potential biases,
it is not surprising that there was signif-
icant heterogeneity among all the stud-
ies. It is arguable as to whether uncon-
trolled studies should be included in any
critical review of VAP mortality. In this
review, a significant mortality difference
was present in the matched studies, but
again there was significant heterogeneity.
Furthermore, the degree of matching was
variable and methodological quality was
low in �40% of the matched studies. An-
other source of variability may lie in the
grouping of hospital and ICU mortality
into the same analysis. Because VAP is
likely associated with prolonged length of
stay in the ICU (6), patients with VAP may
be more likely to die in the ICU irrespec-
tive of the VAP and there may be dissoci-
ation between hospital and ICU mortality.

*See also p. 2709.
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The authors are to be commended for
their efforts given the limitations of these
studies. What can we conclude from this
systematic review? The answer is that com-
bining a variety of studies with different
diagnostic criteria, variable quality, differ-
ent designs (matched and unmatched), and
high degree of heterogeneity does not pro-
duce results that we can be confident of.
Furthermore, the finding that VAP was
not associated with attributable mortality
in the ARDS and trauma populations, in
which there was little heterogeneity,
should give rise to further thought. At the
minimum, this systematic review should
lead us to question accepted dogma and ask
whether appropriately treated VAP does
cause significant attributable mortality. In
this respect, the debate continues (7).

Because observational data in regard
to the attributable mortality of VAP are
all that we will ever have, studies of more
methodological rigor are required if we

are going to answer this important ques-
tion. Case control studies need to be bet-
ter matched for the prognostic factors of
VAP outcome. No studies have conducted
a propensity analysis of VAP mortality,
and this may be useful in view of the large
number of factors that may influence
mortality (8). Furthermore, better defini-
tion of the groups being compared, along
with better diagnostic modalities, are re-
quired. Without these, the controversy
will continue without resolve.

John Muscedere
Queen’s University
Kingston, Ontario, Canada
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Pulmonary artery catheter redux: Physical findings in acute
respiratory distress syndrome/acute lung injury*

U sing a physical examination
to gain information that oth-
erwise would require a pul-
monary artery catheter (PAC)

would avoid the cost and the complica-
tions associated with a PAC. In lieu of a
PAC, central venous pressure and central
venous saturation (ScvO2) obtained via a
central venous catheter (CVC) might sup-
plement the examination sufficiently to
obviate any need for a PAC, although the
cannulation complications are the same
for both types of catheters. In this issue of
Critical Care Medicine, Grissom and col-
leagues (1) used data from patients with
acute respiratory distress syndrome
(ARDS) or acute lung injury (ALI) culled

from the PAC arm of the Fluid and Cath-
eter Treatment Trial (FACTT) (2), to test
three hypothesis: 1) whether capillary re-
fill time �2 secs, skin mottling over the
knees, and cool extremities could predict
a cardiac index (CI) �2.5 or a mixed
venous saturation (SvO2) �60%; 2)
whether this prediction would be en-
hanced by adding urine output and cen-
tral venous pressure; and 3) whether
ScvO2 was a useful predictor of SvO2.
Their results indicate that these three
clinical findings, clinical findings (CF),
and ScvO2 “are not useful predictors of a
low CI or low SvO2” and that ScvO2 could
not reliably predict SvO2. These results
engender three questions: 1) Could these
results be spurious because of study de-
sign or the patient population? 2) In view
of the repeatedly negative results from
studies of the contribution of PAC to out-
come, why try to predict a low CI or SvO2

from CF, urine output, and central ve-
nous pressure? 3) Are there physiologic
reasons why these values for CI and SvO2

should be important?
Before fully accepting these negative

findings, we should recognize that they

may reflect an underpowered study. Al-
though the number of patients is ade-
quate, there are numerous limitations in
the data that potentially could cause large
variability and bias. Most of these limita-
tions are discussed by the authors. Par-
ticularly important are the potential
sources of bias in data collection: The
examiners were not blinded to the CI or
SvO2, there were no objective criteria for
the CF, and interrater reliability was not
determined. Imprecision in the analyses
could arise from the small number of
patients who had either a CI �2.5 (8%)
or ScvO2 �70% (16%) so that small er-
rors in measurements or CF leading to
misclassifications could markedly affect
the results. Further loss of power might
have occurred because ARDS/ALI patients
comprise a heterogeneous group. Al-
though the criteria for ARDS/ALI are
widely accepted, they identify a syn-
drome, not a disease, with diverse etiolo-
gies and phenotypes. It is well known that
clinical estimates of left atrial pressure
are inaccurate and that there is consider-
able disagreement in interpreting chest
radiographs, both leading to imprecise

*See also p. 2720.
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classifications. What seems to be less well
known is that there is no physiologic
reason why the PO2/FIO2 ratio should be
invariant with respect to FIO2; in fact,
multiple studies have shown that it does
vary both with FIO2 and the level of respi-
ratory support. Finally, as noted, 29% of
patients in the PAC group of the FACTT
study did not meet ALI or ARDS criteria
because the pulmonary artery occlusion
pressure (PAOP) was �18 mm Hg. All of
these factors dilute the possibility of find-
ing relations between CF, central venous
pressure, urine output, and CI or SvO2,
even if one exists. However, this begs the
question of whether there is physiologic
rationale for believing that a CI of 2.5 or
an SvO2 of 60% is an important cut point
for prognosis or treatment. Obviously,
even if these values are important, slight
deviations could not have much impact.
That is, it would be extraordinary if CIs of
2.49 and 2.51 were associated with mark-
edly different outcomes. More likely,
these cutoff values represent points on
probability distributions relating CI and
SvO2 to outcomes. They could, in theory,
have been determined as values that yield
maximum separation of the distributions
of positive and negative outcomes, for
example, adequate and inadequate perfu-
sion, from their receiver operating char-
acteristic curves. However, to my knowl-
edge such data do not exist. Thus, these
values are apparently arbitrary even
though they may have some relation to
outcomes.

The authors’ goal of trying to predict
CI from CF or SvO2 from ScvO2 seems
ironic given that the FACTT study, in
which at least one of the authors partic-
ipated, and multiple other investigations
(see Dr. Grissom and colleagues’ article
for references) have failed to show any
benefit from PACs. Therefore, it would
seem, a priori, that testing these hypoth-
eses would have little value even if asso-
ciations could be established. However, it
is my contention that there has never
been a trial that fully used PAC data ei-
ther diagnostically or therapeutically.
Specifically, PAC data, including the
FACTT study, have been used to meet
relatively arbitrary numeric goals rather
than to yield a better understanding of
the state of the cardiovascular system. To
achieve the latter, the full set of hemody-
namic data are indispensible, that is, cen-
tral venous pressure, pulmonary artery
pressure, PAOP, cardiac output, heart
rate, and systemic blood pressure. Using
these data in conjunction with the well-

validated basic physiology of venous re-
turn (3) and cardiac mechanics (4), it is
possible to estimate the functional sys-
temic and pulmonary blood volumes and
the contractile state of both ventricles
(5). Furthermore, when used in such an
integrated manner these data can provide
a guide to diagnosis, therapy, and data
consistency, especially when changes
over time are evaluated. Such informa-
tion is unlikely to be helpful for all pa-
tients with a given syndrome such as
ARDS/ALI or CHF but may have value in
selected patients when a specific question is
being asked that cannot be answered clin-
ically or by therapeutic perturbation. Ad-
mittedly, even in such patients the PAC
used in this manner still may not affect
outcome, but most critical care practices
are based on surrogate measurements
thought to affect outcome rather than out-
comes themselves. Therefore, despite the
negative results of this study, there may be
value in using the PAC or estimating PAC
data from physical findings and a CVC in
selected patients.

Some insight into why specific values
of CI or SvO2 might be useful prognosti-
cally or therapeutically in lieu of a full set
of hemodynamic data might be gained by
asking how they relate to organ perfu-
sion. However, with the exception of the
coronaries, organ perfusion is, at least to
a first approximation, determined not by
cardiac output but by the difference be-
tween mean arterial and venous pres-
sures. Changes in cardiac output can af-
fect mean arterial pressure, but such
changes can be misleading because there
are multiple instances when mean pres-
sure and regional flow change in opposite
directions. For example, in distance run-
ners cardiac output may be �20 L/min,
but most is going to muscle and skin to
generate power and dissipate the result-
ant heat, whereas visceral blood flow is
reduced. Furthermore, because the lower
limit of autoregulation varies widely
among organs, the high cardiac output
often seen in septic shock also goes
mostly to muscle and skin because of
their high autoregulatory reserve
whereas renal flow decreases in part be-
cause its autoregulatory reserve is low
(i.e., maximum renal arterial dilation is
comparatively limited). Similarly, it is
possible to have a low cardiac output and
normal or high mean arterial pressure
because of high peripheral resistance and
yet perfuse vital organs adequately, espe-
cially at rest, by reducing muscle and
skin blood flow. Thus, the relations be-

tween regional blood flow and cardiac
output depend on the mean arterial and
venous pressures, regional resistances, and
metabolic demands. Although a low cardiac
output might increase the probability of
organ hypoperfusion, it is not a sine qua
non. Furthermore, intervening to increase
cardiac output does not guarantee a more
normal blood flow distribution.

Similarly considerations apply to
SvO2. Oxygen consumption (VO2) is re-
lated to cardiac output (Q), arterial oxy-
gen content (CaO2), and venous oxygen
content (CvO2) by

VO2 � 10 Q �CaO2 � CvO2	

where the factor 10 corrects for the dif-
ference in the units of Q and oxygen
content. If CaO2 and VO2 remain constant,
any change in Q must be reflected by a
reciprocal change in CvO2 and, thus, SvO2

regardless of any change in blood flow
distribution. It is also readily proven that
oxygen extraction approximates 1 – SvO2

if arterial blood is fully saturated. Thus, a
low cardiac output in the presence of
normal CaO2 and VO2 must result in a low
CvO2 and SvO2, but it reflects ischemia
only if oxygen extraction by organ beds
cannot increase to meet demands. That
is, a low SvO2 does not in itself indicate
ischemia. For example, distance runners
may have extremely low SvO2 because the
increase in muscle oxygen extraction ex-
ceeds the increase in muscle blood flow yet
oxygen supply to muscles is adequate to
sustain the requisite prolonged aerobic ef-
fort. Conversely, patients with septic shock
may have a high Q and thus a high SvO2

but may be hypoperfusing vital organs.
Consequently, not only is a low CI or SvO2,
not necessarily indicative of hypoperfusion,
but also increasing them may not alter out-
comes because most interventions alter
blood flow distribution, not necessarily in-
creasing it to hypoperfused organs.

So where does this leave us? First,
when assessing the utility of a PAC, we
should select a patient group for which
there is a specific question and a high
likelihood that there is no other way to
answer it. Second, rather than setting
precise numeric goals, investigators
should interpret hemodynamic data col-
lectively and as a continuum in terms of
the underlying physiology, avoiding the
mentality that says, “if it’s high, make it
lower; if it’s low, make it higher; and
otherwise give steroids.” Third, studies
trying to relate physical findings to he-
modynamic abnormalities are difficult to

2847Crit Care Med 2009 Vol. 37, No. 10



conduct and require precise, reproduc-
ible definitions of the findings, examiner
blinding, and a homogeneous population
in which a substantial proportion of the
patients have the hemodynamic abnor-
malities being studied. Finally, all of this
is irrelevant if PAC data cannot be related
to some outcome, although not necessar-
ily survival or death.

Richard Teplick
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Consequences of ventilator asynchrony: Why can’t we all get along?*

Patient-ventilator asynchrony, a
time mismatch between the
patient’s neural inspiration
time and the ventilator’s time

for breath initiation, is commonly seen in
critically ill patients (1). Ventilator breath
triggering is most commonly based on
the measurement of a change in pres-
sure, flow, volume, or flow waveform (2).
Pressure triggering requires the patient
to generate a preset amount of negative
pressure within the ventilator circuit to
reach the threshold (sensitivity) and ini-
tiate a breath. In the case of flow and
volume triggering, initiation of a breath
occurs when the action of the respiratory
muscles produces a set flow or volume
(3). Flow triggering often utilizes a bias
flow from which a change can be mea-
sured and is typically faster to respond
than pressure triggering. Flow waveform
breath triggering occurs when the pa-
tient’s inspiratory flow causes 6 mL of
volume to accumulate over baseline flow
or when inspiratory effort distorts the expi-
ratory flow waveform to a predetermined
extent (4). The most common cause of
asynchrony is ineffective triggering in
which the inspiratory muscle effort fails to
overcome the inherent trigger threshold
within the ventilator circuit. Patients with
chronic obstructive pulmonary disease,
high levels of volume assistance, long in-
spiratory times, and blunted respiratory
drives are at a higher risk of ineffective

triggering due to the innate dynamic hy-
perinflation that is present at the time of
attempted triggering (5, 6).

In this issue of Critical Care Medicine,
the article by Dr. de Wit et al (7) builds on
the growing evidence that patient-
ventilator asynchrony, specifically the
rate of ineffective triggering, is associated
with prolonged mechanical ventilation. A
cohort of mechanically ventilated pa-
tients (n � 60) within a single intensive
care unit were followed prospectively and
had airway pressure-time and flow-time
waveforms recorded for 10 mins within
the first 24 hrs of mechanical ventilation.
An ineffective trigger index—the number
of ineffectively triggered breaths divided
by the total number of breaths— of
�10% was used a marker of higher asyn-
chrony. Baseline characteristics between
those with �10% and �10% ineffective
trigger index were similar including mea-
sures of sedation, delirium, and rates of
chronic obstructive pulmonary disease
(12% and 11%, respectively). Patients
with a higher rate of asynchrony were
also found to have statistically higher rate
of pressure-triggered breaths as well as a
higher intrinsic respiratory rate. When
pressure triggering rates were accounted
for during multivariate analysis, those
with a higher rate of asynchrony during
the first day of mechanical ventilation
were found to have a significantly longer
duration of mechanical ventilation and a
shorter ventilator-free survival. These
findings proportionally lengthened the
duration of intensive care unit stay as
well as hospital length of stay.

This work is unique in that Dr. de Wit
et al examined the pressure-time and
flow-time waveforms early in the ventila-
tion period. Thille et al and Chao et al
also have demonstrated a relationship be-

tween asynchrony and duration of me-
chanical ventilation; however, the exam-
ination of patients’ waveforms took place
a median of 4.5 days and 27 days, respec-
tively (5, 8). By examining the ventilator-
patient relationship early in the intuba-
tion process, one may have more
predictive power for future interventions.
The population examined by Dr. de Wit et
al also has fewer patients with the diag-
nosis of chronic obstructive pulmonary
disease, as described by the previous
groups (12% as compared with 26% and
44%, respectively). Both the lower rate of
chronic obstructive pulmonary disease as
well as the period in which patients were
interrogated may have led to the de-
scribed rate of 27% for ineffective trigger
index �10%, which is higher than previ-
ous reports.

Although this new data add to our
appreciation of the complexity of patient-
ventilator interaction and asynchrony,
there remain a host of unanswered ques-
tions. The authors studied patients early
in the course of mechanical ventilation
for consistency. However, early on, the
patients’ mean Richmond Agitation Seda-
tion Scale score was �3, suggesting
heavy sedation. The effects of excessive
sedation on the duration of mechanical
ventilation and mortality are well known.
It is possible that their finding of an in-
creased rate of missed triggers was simply
due to the sedation regimen. Interest-
ingly, in this mixed medical intensive
care unit, synchronized intermittent
mandatory ventilation plus pressure sup-
port was the predominant mode of venti-
lation. Perhaps the inherent difficulties
in synchrony associated with interspers-
ing volume-targeted, time-cycled breaths
with pressure-targeted, flow-cycled
breaths contributed to their findings. Ad-

*See also p. 2740.
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ditionally, as the authors pointed out, it
may be that a 10-min period of observa-
tion is insufficient.

Finally, there is the issue of plausibility.
Although we can agree that a patient who is
asynchronous may be uncomfortable, what
is the mechanism by which asynchrony
leads to mortality? The study could be
markedly improved by matching observa-
tion of the patient to the waveforms. A
patient uncomfortable and in distress with
an increased ineffective trigger index seems
to be quite different from a patient who is
relatively quiet with asynchrony.

At the end of the day, the study confirms
an association between asynchrony, dura-
tion of ventilation, and outcome, but not
causality. At present, it seems more likely
that severity of illness and excess sedation
lead to missed triggers. Missed triggers

then become a marker of prolonged venti-
lation, not the cause. Future studies need
to address these issues, evaluate new meth-
ods to improve patient-ventilator interac-
tion and help us all to get along.

Bryce R. H. Robinson, MD
Richard D. Branson, MSc, RRT

University of Cincinnati
Cincinnati, OH

REFERENCES

1. Tobin MJ, Jubran A, Laghi F: Patient-ventilator
interaction. Am J Respir Crit Care Med 2001;
163:1059–1063

2. Sassoon CS, Gruer SE: Characteristics of the
ventilator pressure and flow triggering variables.
Intensive Care Med 1995; 21:159–168

3. Georgopoulos G, Prinianakis G, Kondili E:
Bedside waveforms interpretation as a tool
to indentify patient-ventilator asynchronies.

Intensive Care Med 2006; 32:34 – 47. Epub
2005 Nov 9

4. Prinianakas G, Kondili E, Georgopoulus D: Ef-
fects of the flow waveform method of triggering
and cycling on the patient-ventilator interaction
during pressure support. Intensive Care Med
2003; 29:1950– 1959

5. Thille AW, Rodriguez P, Cabello B, et al: Pa-
tient-ventilator asynchrony during assisted
mechanical ventilation. Intensive Care Med
2006; 32:1515–1522

6. Leung P, Jubran A, Tobin MJ: Comparison of
assisted ventilator modes on triggering, pa-
tient effort, and dyspnea. Am J Respir Crit
Care Med 1997; 155:1940–1948

7. de Wit M, Miller K, Green D, et al: Ineffective
triggering predicts increased duration of me-
chanical ventilation. Crit Care Med 2009; 37:
2740–2745

8. Chao DC, Scheinhorn DJ, Stearn-Hassen-
pflung M: Patient-ventilator trigger asyn-
chrony in prolonged mechanical ventilation.
Chest 1997; 112:1592–1599

HLA-DR monitoring in the intensive care unit—More than a tool
for the scientist in the laboratory?*

I t is well known that the leukocyte
function in septic patients under-
goes dramatic changes entailing se-
vere sequelae. For example, im-

mune responses elicited by circulating
antigen-presenting monocytes are repro-
grammed to a status of reduced reactivity.
This hyporeactive status of the immune
system previously has been designated
“immunoparalysis,” “immune incompe-
tence,” or “leukocyte reprogramming”
and is associated with a reduced capacity
to mount proinflammatory cytokines in
response to bacterial stimuli. One of the
major reasons for the immunoparalysis
during sepsis is the failure of monocytes
to sufficiently present pathogenic pep-
tides via the human leukocyte antigen
(HLA) system to effector cells of the adap-
tive immune system. The HLA-DR mole-
cule is encoded by the major histocom-
patibility complex on chromosome 16 as

the most prominent antigen-presenting
surface molecule and, thus, is a central
molecule to induce and maintain patho-
gen-directed immune responses.

Meanwhile, down-regulation of HLA-DR
on the surface of circulating monocytes is
generally accepted as a reliable marker for
an immune dysfunction in septic patients.
In the past, several investigators described a
suppressed HLA-DR expression in mono-
cytes in critically ill patients, especially in
the very early phase of the disease. Further-
more, the prognostic value of low HLA-DR
expression on monocytes has been eluci-
dated and the severity of the sepsis and
mortality has been correlated with low
HLA-DR expression (1–3).

Changes in HLA-DR expression are
not restricted to infectious diseases. “Im-
munoparalysis” in terms of decreased
HLA-DR expression is described in almost
all critically ill patients, e.g., after multi-
ple trauma, burn injury, major surgery,
or during pancreatitis. These patients are
at high risk of infectious complications
(4, 5). Therefore, low HLA-DR on mono-
cytes may be more than a simple prog-
nostic marker reflecting the severity of
the disease. The degree of HLA-DR expres-
sion or the response of leukocytes to patho-
genic stimuli in terms of proinflammatory

cytokine production may truly reflect the
patients’ host response. Importantly, the
“reprogramming” of leukocytes during sep-
sis or in other critically ill patients, e.g.,
after major trauma is reversible and can be
counteracted by immunostimulating factors,
such as interferon-
 or granulocyte-mac-
rophage colony-stimulating factor (6–8). In
these studies, monocytic HLA-DR expression
was measured as a marker for the success of
immunostimulating therapies.

In this issue of Critical Care Medicine,
Lukaszewicz et al (9) present another
study that correlates HLA-DR expression
on monocytes with the outcome of inten-
sive care unit (ICU) patients. Some as-
pects distinguish this study from the
large number of formerly published stud-
ies dealing with HLA-DR in ICU patients.
Most importantly, the patient number is
extraordinarily high in comparison to
former clinical evaluations of this
marker. A total of 283 patients were mon-
itored in terms of HLA-DR expression
over a period of 3 wks. Reflecting the
reality in many ICUs, Dr. Lukaszewicz et
al did not focus on a certain subgroup of
ICU patients, such as trauma or burn
patients, but rather analyzed all patients
admitted to the ICU exceeding a certain
severity of illness reflected by Simplified
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Acute Physiology Score II of �15. They
found a correlation between clinical out-
come and early HLA-DR expression on
monocytes in the whole study population
but not exclusively in septic patients. How-
ever, the low HLA-DR expression was not
an independent outcome predictor because
the correlation between outcome and early
HLA-DR expression disappeared after ad-
justment to severity of illness by Sequential
Organ Failure Assessment score or Simpli-
fied Acute Physiology Score II. So, the crit-
ical reader may ask whether the clinician in
the ICU does really need another prognos-
tic marker at the bedside without relevance
for further therapeutic decisions.

The answer to this question is pro-
vided by the study of Dr. Lukaszewicz et
al (9). These authors analyzed the
HLA-DR kinetics and the development of
secondary infections in ICU patients. A
failure to clear an infection or prevent the
development of a secondary infection has
been used as the clinical correlate to im-
munoparalysis. The data of the study
showed that slower recovery of the
HLA-DR expression correlates with a
high risk for developing a secondary in-
fection. This observation inaugurates low
HLA-DR expression from another more
or less useful “prognostic marker” in ICU
patients to a “true mediator” of immune
dysfunction.

From a therapeutic standpoint, the
data provide further evidence that
HLA-DR expression is an important tar-
get for the “correction of immunoparaly-
sis.” At least two potential immunostimu-
lating substances (interferon-
 and
granulocyte-macrophage colony-stimu-
lating factor) are clinically approved and
could be used in an “off label” fashion for
enhancement of the immune response in
critically ill patients. In the study of Dr.
Grienay et al, two immunoparalyzed pa-

tients were included who received thera-
peutic support. In these patients, the au-
thors could nicely show that recovery of
HLA-DR expression as a marker, and/or as a
mediator of immune function, paralleled
the clearance of the persistent infection.

Currently, it is probably too early to
claim HLA-DR measurement in conjunc-
tion with immunostimulation as stan-
dards in ICU protocol just as an arterial
catheter and application of cat-
echolamines. The few clinical trials with
interferon-
 or granulocyte-macrophage
colony-stimulating factor in ICU patients
were of small sample size, partly uncon-
trolled, and therefore can only show the
feasibility of immunostimulation, how-
ever, without demonstrating a beneficial
clinical outcome (6, 8). In traumatology,
several randomized studies with interfer-
on-
 treatment exist, however, with over-
all disappointing results (10, 11). Unfor-
tunately, these studies did not include
the monitoring of the immune status,
thus making it difficult to draw any con-
clusions on the efficacy of the applied
immunostimulators.

Overall, the work of Dr. Grienay et al
further stimulates the discussion to con-
sider a controlled clinical trial with a
clear immune monitoring to study the
efficacy of immunostimulation in pa-
tients who fail to recover fast or early
enough, with the aim of preventing sec-
ondary infections.

Sascha Flohé, MD
University Hospital Essen
Essen, Germany

Martin Scholz, PhD
University Hospital Duesseldorf
Duesseldorf, Germany
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Did we learn anything from Humpty Dumpty?*

Over the past three decades,
significant efforts from prac-
titioners, administrators,
health policy advocates, aca-

demicians, and bureaucratic agencies
have been made toward changing the
healthcare system in the United States
and elsewhere. The first efforts targeted
excess capacity, which resulted in signif-
icant decreases in the number of acute
care hospitals as well as overall acute care
beds. In the face of these structural
changes, we observed a substantial increase
in intensive care unit (ICU) bed capacity,
thereby reducing non-ICU bed capacity
during this same period. Halpern et al (1)
demonstrated that from 1985 to 2000, the
number of hospitals providing critical care
medicine (CCM) beds decreased 13.7%,
while overall CCM bed capacity increased
71.8% and non-CCM bed capacity de-
creased 30.9%. The increase in ICU ca-
pacity has been seen as a positive struc-
tural change for certain aspects of acute
care. McConnell et al (2) demonstrated
that the increase in ICU capacity has de-
creased emergency department length of
stay and ambulance diversion. Con-
versely, the changes in capacity resulted
in increases in hospital occupancy and
patient-to-staff ratios (on average), which
have been identified as key determinants
in methicillin-resistant Staphylococcus
aureus transmission (3).

More recently, those interested in
healthcare reform have invested in ex-
ploring our clinical practices with the
intent to identify “best-practice” models
for adoption across large sectors of our
healthcare system. To understand poten-
tial improvements, we have taken a frac-
tionated approach to process changes, fo-
cusing on specific interventions or
process while paying little or no attention
to overall system performance. This focus

on investigation has been most promi-
nent in ICU practice models. Brook et al
(4) published results of their findings re-
lated to nursing-implemented sedation
protocol and their impact on duration of
mechanical ventilation. In 2002, Prono-
vost and colleagues (5) published their
results that examined the impact of phy-
sician staffing patterns on clinical out-
comes. Numerous citations can be found
in the literature that examine many as-
pects of critical care medicine, but few of
these studies examined the overall impact
that these practice changes may have on
hospital outcome.

In 1966, Donabedian (6) published his
landmark study that drew our attention to
the concept that outcome is a function of
both structure and process. To fully under-
stand the outcome, one must be cognizant
of how changes in structure, process, or
both can affect the quality of health care
provided and the outcome that patients will
experience. In this issue of Critical Care
Medicine, Chrusch and colleagues (7) pre-
sented two primary focuses that I believe
are salient to this discussion.

First, this study provides information
on key determinants of ICU readmission.
In this study, Chrusch and colleagues (7)
raise the issue that ICU occupancy may
affect decision making regarding dis-
charge of patients as intensivists are
forced to triage the acuity of patients
when resources are restricted. When ICU
discharges occurred during periods of no
vacancy, there was a significant increase
in risk of death or ICU readmissions com-
pared with periods associated with ICU
vacancy. Dr. Chrusch and colleagues’
work suggests that attention to key non-
ICU drivers of readmission, such as
changes in the patient’s respiratory sta-
tus, may influence the need for readmis-
sion if interventions or supportive non-
ICU therapy were enacted sooner,
although in-depth examination of this is-
sue was beyond the scope of this study.

Second, Chrusch and colleagues’ (7)
work draws our attention back to the
original efforts of Dr. Donabedian, who
called for a more global understanding of
how changes in structure and process can
affect ultimate outcome of our patients.

Like Humpty Dumpty, health care today
sits atop a wall being assailed by many
factors that threaten to topple our cur-
rent system. Our ability to understand
and appreciate how our current efforts to
change either structures or processes in
health care affect our outcomes will allow
us, unlike all the king’s men, to put our
Humpty Dumpty (health care) back to-
gether again.

The primary weakness of this study is
that it was performed at a single center.
so that our ability to generalize the find-
ings is limited. Second, the study exam-
ines average ICU occupancy, so we can-
not determine the impact that day-to-day
or within-day variable in occupancy has
on outcome (ICU readmission or death).
In addition, we have no insight into the
decision-making process used to triage
individual patients at the time of dis-
charge, nor do we have an assessment of
patient acuity at the time of discharge.
The investigators have acknowledged
these weaknesses in their discussion and
indicate that further research is war-
ranted in these areas. However, the cur-
rent study supports our efforts to under-
stand and appreciate the impact that our
healthcare processes have on patient out-
comes. This study highlights the need for
awareness in all areas of support, includ-
ing those patients being discharged from
an ICU. As demands on healthcare ser-
vices, processes, and structures increase,
allocation of healthcare resources to ad-
dress issues associated with high-occu-
pancy discharges and readmissions will
be difficult. Only through additional re-
search, review, and reporting will we be
able to promote ongoing quality and im-
proved outcomes in this area.

Ronald E. Dechert, RRT, DPH,
MS, FAARC
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Is it time for intensivists to learn genomics?*

I ntensivists routinely care for pa-
tients with the sepsis syndrome.
This complex syndrome, charac-
terized by a dysregulated host re-

sponse to an infection, is increasing in
prevalence, and carries an unacceptably
high case fatality rate (1). Despite an im-
proved understanding of the pathophysi-
ology of sepsis, treatment of patients with
sepsis is primarily centered around early
identification of patients, early treatment
with antibiotics, volume resuscitation,
and avoidance of nosocomial complica-
tions (2) (3).

It is not uncommon to see a septic
patient do poorly despite adequate ther-
apy, or unexpectedly do better than the
treating team might have initially pre-
dicted. It is therefore tempting to specu-
late that these discordant patient re-
sponses to sepsis might be causally
related to genetic variation. Initial stud-
ies to evaluate this possibility examined
whether the presence of a mutation in a
single nucleotide base pair or single nu-
cleotide polymorphism (SNP) is associ-
ated with the development of sepsis, or
sepsis outcomes (4, 5). The SNPs chosen
for evaluation in these early studies in-
volved genes implicated in the patho-
physiology of sepsis by prior human or
animal research—a so-called candidate
gene approach. Although this is a reason-
able approach, many studies were ham-
pered by small sample sizes and inconsis-
tent association with sepsis and sepsis
outcomes (6).

In this issue of Critical Care Medicine,
Flores et al (7) report a well-designed
prospective case control genetic associa-
tion study of 175 septic patients and 357
population-based controls to evaluate the
association between lipopolysaccaride-
binding protein (LBP) haplotypes and se-
vere sepsis. Several previous reports have
implicated LBP, an acute-phase reactant
involved with the processing of endo-
toxin, with the development of septic
shock (8) and the severity of sepsis (9). In
the study by Dr. Flores and colleagues, a
common haplotype in the LBP gene,
present in 41% of controls and 53% of
the patients, was associated with the de-
velopment of severe sepsis (7). After ad-
justment for multiple comparisons, none
of the individual LBP SNPs were associ-
ated with sepsis. Serum LBP levels, ad-
justed for demographic and clinical expo-
sures, were also higher in patients with
this risk haplotype, suggesting a potential
mechanism for the association. Strengths
of the study include a sample size and
power calculation, blinded genotyping, a
conservative analytic technique to correct
for multiple tests, and the use of haplo-
types, in addition to SNPs to test associa-
tion with severe sepsis.

Despite the careful study design and
analysis of Dr. Flores and colleagues, it is
important to note some trial design is-
sues that may limit the external validity
of these findings. First, the patients en-
rolled were from a European patient pop-
ulation, and the association of this LBP
risk haplotype with severe sepsis may not
be present in patients with different eth-
nicities. Second, the patients enrolled
had abdominal and gastrointestinal sepsis
as the most frequent site of infection;
most studies of patients with sepsis in
Europe and elsewhere have shown the
lung as the most common site of infec-
tion, also raising concerns about the gen-

eralizability of the findings (10, 11). In
addition, more than half of the patients
did not have positive blood cultures, and
no data are presented regarding which
organisms caused sepsis in those patients
with positive cultures. Because LBP is in-
volved with endotoxin processing, classi-
cally seen with Gram-negative infections, it
is unclear whether the association of this
LBP haplotype with sepsis will be found
in patients with Gram-positive or fungal
infections that activate patients’ host de-
fense system through other pathways.

A final limitation to this study is re-
lated to the complexity of the sepsis syn-
drome. It is likely that more than a single
gene or pathway is responsible for the
development of sepsis, or sepsis out-
comes. Of note, attempts to modulate
bacterial products, such as endotoxin in
patients with sepsis, were not successful
at improving outcomes for patients with
sepsis (12). Future studies of sepsis sus-
ceptibility may examine the interaction of
several genes involved with the host-
pathogen response or the interaction of
genes with different treatments.

Knowledge of genomics may be im-
portant for clinicians caring for patients
with cystic fibrosis, where variation in
the cystic fibrosis transmembrane con-
ductance regulator gene as well as mod-
ifier genes may affect patient’s symptoms
and survival (13). Knowledge of genomics
may also be important for clinicians car-
ing for patients requiring warfarin ther-
apy, where genotype has been associated
with response to therapy (14). For clini-
cians caring for patients with sepsis,
knowledge of genomics is less useful at
this time. When additional studies con-
firm the presence of high-risk haplotypes
or SNPs for septic patients and we are
able to rapidly identify such patients, it
may be possible to target individual ther-
apies to those patients.

*See also p. 2759.
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This report by Dr. Flores and col-
leagues is an important addition to the
literature and suggests the importance
of LBP, and possibly LBP gene variants,
in the development of sepsis in a Euro-
pean patient population. Although
readers of this journal will likely con-
tinue to see genetic association studies
on a regular basis, limitations of this and
other published genetic association stud-
ies in patients with sepsis make the re-
sults of these studies, for now, of more
interest to researchers than to patients
and clinicians.

Jonathan Sevransky, MD, MHS
Johns Hopkins University

School of Medicine
Baltimore, MD
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No brain, no pain: Does the injured brain stack up opioids?*

Providing adequate analgesia
and sedation to critically ill pa-
tients with acute brain injury
is beyond argument even

though there is to date no clear evidence
that analgosedation itself serves to con-
trol intractable intracranial hypertension
and improves neurologic outcome (1).
Few randomized controlled trials com-
paring different analgosedative regimens
in patients with acute brain injury have
been conducted that aim at the neuro-
logic outcome as one of the study’s end
points.

As for opioids, a randomized con-
trolled trial with 42 moderately or se-
verely head-injured patients revealed a
significantly improved neurologic out-

come after 6 mos for sedation with high
dose (�100 mg/kg body weight) but not
for low-dose propofol (�100 mg/kg body
weight) as compared with low-dose mor-
phine administration at a rate of 1 to 3
mg/hr (2).

In addition, determining the adequate
level of analgesia and sedation is even
more challenging in critically ill patients
with structural brain damage and neuro-
logic dysfunction than in neurologically
unimpaired patients. In this respect, it is
worth mentioning that there is increas-
ing evidence for brain injury—let it be
traumatic, infectious, ischemic, cancer-
ous, or neurodegenerative—to alter the
permeability of the blood-brain-barrier
(BBB) for a variety of substrates, among
those opioids commonly administered for
analgesia in intensive care units (3, 4).
The precise mechanisms underlying
these alterations are not yet fully under-
stood, especially in patients.

As for morphine, acting on central and
peripheral opioid receptors, in vitro and
in vivo models suggest that penetration
of the BBB is modulated by P-glycopro-

tein (P-gp) (5), a member of the adeno-
sine triphosphate (ATP)-binding cassette
family of drug efflux transporters that is
expressed at various tissues throughout
the body, notably the BBB (6). However,
the case is not that clear for its active
metabolites morphine-3-glucuronide
(M3G) and morphine-6-glucuronide
(M6G). For M6G, animal studies in ro-
dents have revealed a P-gp-independent
active transport at the BBB that might
involve the glucose transporter GLUT-1
and a digoxin-sensitive transporter, prob-
ably the organic anion transporting
polypeptide oatp2 (7). Under physiologic
conditions, these efflux mechanisms are
supposed to prevent the brain from accu-
mulation of potentially neurotoxic sub-
strates. Under pathologic conditions,
such as structural brain damage, how-
ever, various mechanisms have been
identified by which BBB permeability
is increased, among those a cascade of
proinflammatory cytokines, such as in-
terleukin-�, interleukin-6, and tumor ne-
crosis factor-� that are secreted by cen-
tral nervous system macrophages,

*See also p. 2767.
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microglia, astrocytes, and cerebral endo-
thelial cells (4). However, data on the
disruption of BBB by proinflammatory
cytokines are mainly derived from animal
studies.

In this issue of Critical Care Medicine,
the single-center observational pharma-
cokinetic study by Roberts et al (8) dem-
onstrates elegantly that increased inter-
leukin-6 levels in the cerebrospinal fluid
of 16 critically ill patients with acute
brain injury of different origin (subarach-
noid hemorrhage, intracerebral/intraven-
tricular hemorrhage, closed head injury)
comes along with an intrathecal accumu-
lation of the morphine metabolites M3G
and M6G, but not morphine itself. At the
same time, the cerebrospinal fluid/
plasma ratio of albumin remains unal-
tered, indicating a physically intact BBB.
This observation leads the authors to the
conclusion that central nervous system
inflammation may selectively inhibit the
activity of specific drug transport mech-
anisms other than the morphine-associ-
ated ATP-binding cassette efflux trans-
porter P-gp.

However, the study design is purely
descriptive and lacks a control group; any
discussion on the BBB drug transport
mechanisms is speculative and findings
should not be overstretched. Further lim-
itations include a small and heteroge-
neous patient sample and correlation of
cerebrospinal fluid levels of morphine
and its metabolites to only one of the
many proinflammatory cytokines pre-
sumably involved in BBB disruption. Ad-
ditionally, animal studies have already
demonstrated the existence of a strong
interindividual variability not only of cy-
tokine levels but also of P-gp expression
and ATPase activity levels, resulting in a
negative relationship between morphine
analgesia and P-gp expression levels in
the rodent brain (9), making it even more
difficult to draw conclusions from a rel-
atively small study sample. Finally, the
timing of presumed inflammatory pro-

cesses in relation to the different brain
pathologies is nonuniform and any fol-
low-up study should attempt to capture
proinflammatory cytokines for a longer
time span. Nevertheless, this work adds
indirect but valuable evidence to the as-
sumption that, not only in animal models
but also in patients, a central nervous
system proinflammatory state is associ-
ated with penetration of drug efflux
transporter substrates that are under
physiologic conditions excluded from
passing the BBB.

One can speculate about the implica-
tions of facilitated passage of opioids
through the BBB in brain tissues at risk.
From an experimental point of view, the
opioidergic system has been shown to
exert neuroprotective effects in cerebral
ischemia (10, 11), an observation that is
not yet supported by the few outcome
studies performed for analgosedative
drugs in critically ill patients. From a
clinical standpoint, it might help to pro-
tect the injured brain from nociceptive
thus stressful stimuli. Whether the mod-
ulation of transport mechanisms for mor-
phine and its metabolites mediated by a
brain injury-associated functional BBB
disruption is a piece in the puzzle of
developing opioid tolerance remains one
of the questions to answer. Neurointen-
sivists trying to achieve adequate analge-
sia and sedation in brain-injured inten-
sive care unit patients should be aware
that this might differ considerably from
neurologically intact critically ill pa-
tients, be it a matter of opioid tolerance
or accumulation.

Christine Dictus, MD
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Department of Neurosurgery
University Hospital Heidelberg
Heidelberg, Germany
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Aminoglycosides—Engineering important patient-centered
outcomes with antibiotics*

Aminoglycosides, such as genta-
micin and tobramycin, are old
but effective broad-spectrum an-
tibiotics that have seen much

less increase in microbial resistance over
the years when compared with � lactam
antibiotics. Once-daily administration of
these agents may have increased their effi-
cacy and utility, particularly in fluid-
resuscitated patients with increased vol-
ume of distribution who populate our
intensive care units (1). However, the
Achilles heels of aminoglycosides remains
ototoxicity and nephrotoxicity.

Nephrotoxicity is of particular con-
cern as in other patient populations; bio-
chemical renal dysfunction not requiring
renal replacement therapy is associated
with increased risk of death (2). Acute
renal failure in the intensive care unit
requiring renal replacement therapy is
also an independent risk factor for death
(3, 4). Classically, aminoglycoside neph-
rotoxicity is characterized as being of
gradual onset over a period of days and
reversible. Nevertheless, this risk of acute
kidney injury and its possible conse-
quences may temper enthusiasm for their
use by some critical care practitioners.
On the other hand, inappropriate choice
of antibiotic, one which is not effective
against the invading pathogen, is also as-
sociated with increased mortality (5, 6).
Use of combination therapy with an ami-
noglycoside may be seen as reducing the
risks of inappropriate cover and thus re-
ducing mortality risk. Recent evidence,
which confirmed that late administration
of antibiotic is also associated with in-
creased mortality risk as well as acute
kidney injury, underscored the impor-
tance of appropriate choices and early
administration of antibiotic (7, 8).

In this issue of Critical Care Medicine,
Lipcsey et al (9), with the aid of a porcine
model of endotoxin-induced sepsis, try to
shed light on whether a single dose of
tobramycin, 7 mg/kg, has deleterious ef-
fects on renal function. Their carefully
conducted study of 24 healthy pigs failed
to demonstrate any important effect of a
single dose of tobramycin on a number of
biochemical indices of renal function or
on renal ultrastructure. If the results of
this study could be extrapolated to hu-
man populations, clinical practitioners
might feel reassured that the benefits of a
single dose of tobramycin with poten-
tially better microbial coverage would
outweigh any risks as identification of the
pathogen was awaited to better guide
subsequent therapy (9).

However, this conclusion may be pre-
mature. The authors only studied the an-
imals for 6 hrs after a single dose of
tobramycin, which only attained modest
peak concentrations, and their small
study may have been insufficiently pow-
ered for all outcomes presented. Also, as
indicated by the authors, other workers
using different models have produced dif-
ferent results. Using very large doses of
gentamicin in rodents, Zager found that
the drug in combination with other risk
factors, such as hypovolemia, fever, and
endotoxemia, did result in renal injury
(10). Importantly, old animals seem more
susceptible to these toxic effects (11).
Thus, results from healthy pigs may not
be applicable to an elderly human popu-
lation with multiple comorbidities and
receiving other nephrotoxic drugs. Fur-
ther, practitioners should be cautious
about extrapolating these results of sin-
gle-dose tobramycin to other aminogly-
cosides, as there is some controversy as
to whether nephrotoxic potential differs
among aminoglycosides (12, 13).

Neither should these results be extrap-
olated to more protracted combination
therapy with an aminoglycoside, as two
large systematic reviews demonstrated no
overall survival advantage of combination
therapy but the forest plots clearly dem-

onstrate a substantially higher risk of
nephrotoxicity, however defined in the
original papers (14, 15). Similar findings
have been documented for initial low-
dose aminoglycosides in Staphylococcus
aureus endocarditis (16).

Nevertheless, the work of Dr. Lipcsey
and colleagues could lay the foundation
to conduct clinical trials to ascertain
whether initial high-dose tobramycin
combined with � lactams can further im-
prove important patient-centered out-
comes. This might be achieved by ensur-
ing better spectrum of antimicrobial
cover as well as allowing time for the
coadministered � lactam to reach its
pharmacokinetic goal of achieving maxi-
mum time above minimum inhibitory
concentration (1).

Early appropriate antibiotic cover for
serious infection in the intensive care
unit is a key issue for engineering impor-
tant patient-centered outcomes in inten-
sive care. The research must go on.

David W. Noble
Aberdeen Royal Infirmary
Aberdeen, Scotland
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Could insulin sensitization be used as an alternative to intensive
insulin therapy to improve the survival of intensive care unit
patients with stress-induced hyperglycemia?*

T he efficacy and safety of tight
glucose control achieved by
intensive insulin therapy (IIT)
in critically ill patients have

been issues of intense investigation and
controversy for a decade. Hyperglycemia
is associated with poor prognosis in crit-
ically ill patients. In a landmark study
published in 2001, Van den Berghe and
colleagues (1) demonstrated that strict
glucose control by IIT halved the mortal-
ity of adult patients in the surgical inten-
sive care unit (ICU) compared with the
conventional glucose control regimen.
Thereafter, many ICUs worldwide up-
dated protocols to intensify glycemic con-
trol in critically ill patients. Subsequent
large-scale, prospective, randomized,
controlled clinical trials and meta-
analyses, however, failed to find the ben-
efit of IIT while showing increased risk
for hypoglycemic episodes (2–5). A clini-
cal trial was prematurely terminated be-
cause of a lack of evidence of efficacy and
an unacceptably high rate of hypoglyce-

mia (2). This controversy raises several
pressing questions (4–7). Is IIT beneficial
only in a select subpopulation of patients
(e.g., surgical patients)? Is accurate blood
glucose monitoring required to achieve
the beneficial effects of IIT (given that
peripheral blood samples do not always
reflect systemic glycemic status, particu-
larly in ICU patients with impaired circu-
lation)? Is glycemic variability (i.e., a
within-patient fluctuation in blood glu-
cose levels) a more sensitive predictor of
prognosis and mortality than mean blood
glucose levels (8–10)? Is the beneficial
effect of ITT in the ICU specific to pa-
tients receiving parenteral, but not en-
teral, nutrition? Of note, recent studies
(2, 3) have reported a lower blood glucose
level in controls compared with the pre-
ceding landmark study (1). Therefore, the
improved glycemic control in the control
groups of recent trials may be a signifi-
cant contributor to the lack of demon-
strated benefit of IIT. Furthermore, hy-
perglycemia in the ICU can be stratified
into two categories: diabetes-induced hy-
perglycemia and stress-induced hypergly-
cemia (SIH) without preexisting diabetes.
Hyperglycemia, glycemic variability, and
tight glucose control seem to have a
greater impact on nondiabetic SIH pa-
tients than diabetic ICU patients. These
new questions and conflicting data leave
critical care clinicians in a quandary.

Although most of these issues await
further investigations, one of the ques-
tions demands immediate attention. In
the findings of the multinational Normo-
glycemia in the Intensive Care Evalu-
ation–Survival Using Glucose Algorithm
Regulation (NICE-SUGAR) study involv-
ing 6,104 patients, mortality was signifi-
cantly increased in the IIT group (death
at 90 days, 27.5% vs. 24.9% with conven-
tional control; odds ratio, 1.14; p � .02)
(3). Not surprisingly, the incidence of se-
vere hypoglycemic (blood glucose �40
mg/dL) was greater in the IIT group than
in the control group (6.8% vs. 0.5%, p �
.001). Hypoglycemia is a major adverse
event that hampers the successful imple-
mentation of IIT. However, it is unclear
whether this difference in the hypoglyce-
mic incidence can fully account for the
differences in mortality between IIT and
control groups (6). Another possibility is
that exogenous insulin elicits deleterious
effects, independent of glucose lowering,
that increase mortality rate in the IIT
group. Insulin has a number of glucose-
independent actions, including stimula-
tion of potassium transport into the cells,
sympathetic activation, sodium reten-
tion, anti-inflammatory effects, and anti-
apoptotic, anabolic, and mitogenic ac-
tions. These pleiotropic actions can be
either protective or detrimental, depen-
dent presumably on insulin levels and
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cellular context. The deleterious effects of
hyperinsulinemia have been documented
in disease states other than critical illness
and IIT. Hyperinsulinemia is an indepen-
dent risk factor for the development of ath-
erosclerosis and ischemic heart disease. It
is reasonable to speculate, therefore, that
the hyperinsulinemia caused by IIT might
exert deleterious effects in ICU patients,
contributing to their reduced survival. The
impact of hyperinsulinemia (or insulin dos-
age) on outcome of IIT warrants further
investigation. Collectively, the accumulat-
ing evidence suggests that both hypoglyce-
mia and the deleterious effects of hyperin-
sulinemia may be involved in the increased
mortality observed with IIT. Therefore, one
of the highest priorities in managing
strict glucose control in the ICU should
be to determine how to avoid severe
hypoglycemia and the adverse effects of
hyperinsulinemia.

The binding of insulin to its cognate
receptor results in activation of multiple
intracellular signaling pathways. Among
others, the phosphatidylinositol 3-kinase
(PI3K)-Akt/protein kinase B pathway
plays a central role in insulin’s actions on
glucose metabolism. Insulin sensitivity is
determined by hypoglycemic response to
insulin, which is mainly mediated by ac-
tivation of the PI3K-Akt pathway. Previ-
ous studies indicate that the PI3K-Akt
pathway is specifically impaired where
the insulin-resistant state is induced by
obesity and trauma in rodents (11, 12),
while other signaling cascades, such as
the mitogen-activated protein kinase
(MAPK) pathway, are spared. Compensa-
tory hyperinsulinemia secondary to insu-
lin resistance promotes atherogenesis
even in the absence of hyperglycemia,
presumably by hyperactivation of the sig-
naling cascades (e.g., MAPK) parallel to
the PI3K-Akt pathway. In contrast, activ-
ity of the PI3K-Akt pathway is not ele-
vated by secondary hyperinsulinemia. It
is tempting to speculate, therefore, that
essentially the same mechanism, hyper-
activation of glucose metabolism-unre-
lated insulin signaling pathways, may un-
derlie the putative detrimental effects of
hyperinsulinemia in critically ill patients.
Insulin resistance (impaired hypoglyce-
mic response to insulin) plays a crucial
role in SIH in critical illness, including
sepsis, trauma, and major surgery. Insu-
lin-sensitization reduces the insulin re-
quirement to maintain euglycemia and
hence helps achieve normal glucose lev-
els with no insulin treatment or with
lower dosages of insulin. In aggregate, a

logical proposition is that insulin sensitiza-
tion is a potential solution of the current
two major issues in glycemic control in
SIH: hypoglycemia and hyperinsulinemia.
To date, however, this possibility has not
been explored, partly because the two clin-
ically approved insulin sensitizers, thiazo-
lidinediones and metformin, are contrain-
dicated in many critically ill patients owing
to the adverse side effects (e.g., edema and
heart failure for thiazolidinediones, lactic
acidosis for metformin).

In this issue of Critical Care Medicine,
Dr. Matsuda and colleagues (13) present
the beneficial effects of an insulin sensi-
tizer in a mouse model of sepsis. The
authors show that inhibition of nuclear
factor (NF)-B reverses glucose intoler-
ance and ameliorates insulin resistance
and hyperinsulinemia in septic mice. Im-
portantly, the insulin sensitization was
accompanied by improved survival of the
animals. Sepsis-associated hyperglycemia
is a common finding in the ICU. NF-B is
a key transcription factor that regulates
the expression of genes that play impor-
tant roles in inflammation, including
proinflammatory cytokines (e.g., tumor
necrosis factor-�) and inducible nitric ox-
ide synthase. In this study, after sepsis
was induced by cecal ligation and punc-
ture (CLP), the mice were treated with
the NF-B decoy oligodeoxynucleotide,
which blocks the binding of NF-B to the
promoter region of the downstream
genes and thereby NF-B-mediated tran-
scription. The improved insulin sensitiv-
ity and glucose tolerance by NF-B inhi-
bition paralleled the reversal of
attenuated insulin signaling, in particu-
lar the activities of the PI3K-Akt pathway
in septic mice. The important role of
NF-B activation in rodent models of
obesity-induced insulin resistance has
been established. Chronic low-grade in-
flammation plays an important role in
obesity-induced insulin resistance (14).
Gene disruption of NF-B protects mice
from obesity-induced diabetes. Further-
more, a clinical trial is underway to evalu-
ate the efficacy and safety of an NF-B
inhibitor for the treatment of type 2 diabe-
tes. The present study clearly indicates that
NF-B plays a critical role in sepsis-induced
insulin resistance in mice as well. Collec-
tively, the present findings warrant further
preclinical studies to investigate the effects
of insulin-sensitization on mortality in an-
imal models of SIH, including sepsis,
trauma, and major surgery.

Dr. Matsuda and colleagues’ study (13)
also forewarns of some potential pitfalls

that should be considered in designing
future studies. First, the septic mice did
not exhibit overt hyperglycemia, al-
though the animals were substantially in-
sulin resistant and glucose intolerant.
Unlike humans and rats, mice are resis-
tant to stress-induced hyperglycemia.
Thus, rats rather than mice may be a
more appropriate rodent model of SIH.
Other insights can be gleaned about the
protective effects of the insulin sensitizer.
For example, possibilities exist that not
only hyperglycemic but also euglycemic
ICU patients could benefit from insulin
sensitization and that the blood glucose
level-independent beneficial actions of in-
sulin, which were attributed to the insu-
lin sensitizer, might be operative in sep-
tic mice. Of note, a recent study showed
that the severity of insulin resistance is
associated with the severity of critical ill-
ness, although no significant association
was found between insulin resistance and
basal blood glucose levels (15). Second,
the impact of NF-B inhibition on sur-
vival was modest, although it was statis-
tically significant. This could in part be
explained by the absence of overt hyper-
glycemia and/or modest insulin sensitiza-
tion in the mice, as reflected by mild
amelioration of hyperinsulinemia. Alter-
natively, this result might be attributable
to the choice of NF-B inhibitor used in
this study. Anti-inflammatory strategies,
such as using antagonists of tumor ne-
crosis factor-�, failed to show the efficacy
in septic patients in clinical trials, con-
ceivably because inflammatory responses
are necessary to combat pathogenic mi-
croorganisms in critically ill patients de-
spite the toxic effects of hyperinflamma-
tion. Furthermore, NF-B functions as a
major antiapoptotic mechanism in cells.
Recent studies indicate that apoptosis of
immune cells or in other tissues confers
increased susceptibility to infection and
exacerbates organ dysfunction, which in
turn lead to increased mortality in sepsis.
Taken together, these findings suggest
that anti-inflammatory and proapoptotic
actions of NF-B inhibition might ham-
per the prosurvival effects of insulin sen-
sitization in septic mice. It is worth test-
ing the effects of insulin sensitizers other
than NF-B inhibitors in rodent models
of SIH. For example, Sirt1, the mamma-
lian homolog of the yeast longevity gene,
may be a potential target for improving
survival in patients with SIH in the ICU.
Activation of Sirt1 reverses insulin resis-
tance in mouse models of obesity and
type 2 diabetes (16) and confers stress
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resistance in a number of pathologic states,
including neurodegeneration and heart
failure (17). A clinical trial has just been
started that will test the efficacy and safety
of resveratrol, a Sirt1 activator, for the
treatment of patients with type 2 diabetes.
Regardless of the potential pitfalls and lim-
itations, the present study by Dr. Matsuda
and colleagues (13) opens a new avenue of
investigation for determining whether in-
sulin sensitization, which targets the root
problem of SIH, insulin resistance, and
helps avoid severe hypoglycemia and hyper-
insulinemia, is a viable alternative strategy
to the current IIT for reducing mortality in
ICU patients with SIH. Key questions that
need to be addressed in future preclinical
studies include these: What type of insulin
sensitizer is more effective in promoting
survival in animal models of SIH? What
factors can we find that will serve as surro-
gate markers of the glucose-independent
beneficial and adverse actions of insulin?
Which conditions are the best targets of
insulin sensitization: sepsis, trauma, or ma-
jor surgery? Investigations of the relation
between insulin dosage (and plasma insulin
concentrations) and outcome of IIT in fu-
ture clinical studies and post hoc analysis of
previous studies should provide important
and useful information on future develop-
ment of glycemic care in the ICU.
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Lactate: Finally ready for prime time?*

Lactate has been around for a
while. To put that comment in
perspective—by the end of the
Battle of Stalingrad in World

War II, we had been measuring lactate in

human sepsis for 100 yrs (1). Why, then,
should we pay attention to the study by
Dr. Jansen and colleagues (2) in the cur-
rent issue of Critical Care Medicine, in
which they report on a Health Technol-
ogy Assessment of lactate monitoring in
the critically ill? If the only contribution
were its focused, succinct, and accessible
discussion of the sometimes intimidating
quantity of literature about nonhypoper-
fusion-related causes of lactic acidosis
(alkalemia, issues with pyruvate dehydro-
genase, liver dysfunction, medications,
and even beriberi, among others), it

would be worth reading. However, the
article’s real contribution is something
substantially more.

What Is Health Technology
Assessment?

Health Technology Assessment may
well be unfamiliar to many intensive care
unit practitioners, particularly in the
United States. What is it? There are many
definitions, but the National Information
Center on Health Services Research and
Health Care Technology offers this defi-
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nition: “the systematic evaluation of
properties, effects, and/or impacts of
health care technology. It may address
the direct, intended consequences of
technologies as well as their indirect, un-
intended consequences. Its main purpose
is to inform technology-related policy-
making in health care” (3).

Health Technology Assessment is of-
ten used by national health systems to
help guide decisions on wide-ranging pol-
icy issues (4–6). The best known such
system that frequently uses this kind of
assessment may well be the United King-
dom’s National Institute for Health and
Clinical Excellence (NICE) (4). The study
by Dr. Jansen et al does not provide guid-
ance for this kind of national policy deci-
sion-making, but it does begin to provide
the framework for future efforts. Further-
more, it is clear that there are many ap-
proaches to performing Health Technol-
ogy Assessments (5) and that local-level
policy decisions are appropriate uses of
this type of analysis (6).

Why Now?

The study by Dr. Jansen and col-
leagues comes at a particularly opportune
time for three reasons. First, although
lactate has been used for many years,
until recently studies were often of fairly
small size. The past 5 yrs, however, have
seen dramatically larger sample sizes in
studies of the prognostic utility of lactate;
they have also enrolled a broader range of
patients (7–13). This provides markedly
greater confidence in the authors’ conclu-
sions that lactate provides important risk
stratification and prognostic information
than could have been attained as recently
as 2005. Second, lactate is now commonly
used to guide entry into sepsis therapy pro-
tocols and is even monitored as a quality
indicator for sepsis care (14). Third, as part
of an approach to national healthcare re-
form, the new U.S. Presidential administra-
tion has clearly laid out comparative effec-
tiveness research, an important component
of Health Technology Assessment as a ma-
jor national priority (15).

What Did We Learn?

Dr. Jansen et al provide a synthesis of
�150 lactate-related studies gathered us-
ing an explicit and transparent search
strategy. Their conclusions are remarkably
concise: 1) lactate measurement is techni-
cally reliable (even though it has complex
metabolism that can cloud interpretation);

2) it should be directly measured, not calcu-
lated from other laboratory values; 3) lactate
provides key diagnostic and prognostic infor-
mation; 4) it can alter provider behavior; and
5) it is likely to be applicable to many critically
ill patients in many settings.

What’s Next?

Equally important, Dr. Jansen et al
point out what we do not know. First, no
studies address lactate’s cost-effective-
ness. More importantly, however, is the
question of whether lactate can be used
to guide resuscitation. Although it is
clear that lactate is an important risk
stratifier, there are only observational
data supporting lactate as a resuscitation
end point outside of the cardiac surgical
setting. It is hard to overstate the impor-
tance of this: We do not yet know if thera-
pies that can cause lactate to decrease will
be associated with improved outcomes.
There are outstanding reasons to think
that a lactate-guided resuscitation proto-
col might work as well as—or better
than— current resuscitative strategies.
But, given all that we have learned with
surrogate end points in other aspects of
critical care (suppressing premature ven-
tricular contractions with lidocaine, gen-
eralizing tight glycemic control to septic
patients, transfusing to a hemoglobin of
�10 mg/dL, ventilating patients with
acute respiratory distress syndrome with
a goal of keeping the blood gas normal,
etc.), we need to wait for more definitive
data before assuming that it is correct
just because it makes sense.

Fortunately, at least two randomized
controlled trials are underway that ad-
dress this issue (clinicaltrials.gov
#NCT00270673 and #NCT00372502)
(available at http://clinicaltrials.gov/ct2/
show/NCT00270673 and http://clinicaltrials.
gov/ct2/show/NCT00372502. One trial fo-
cuses on a range of intensive care unit
patients; the other trial focuses on pa-
tients with severe sepsis and septic shock.
These will provide the first evidence of
the safety and efficacy of lactate-guided
resuscitation in a broad array of critically
ill patients, and—like Dr. Jansen and col-
leagues—I eagerly await the answer.

Michael D. Howell, MD, MPH
Silverman Institute for

Healthcare Quality and
Safety

Beth Israel Deaconess
Medical Center

Harvard Medical School
Boston, MA
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